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ABSTRACT

Considering the widespread infiuence of Ethernet, a
surprising amount of confusion exists concerning
various important aspects of its design. Qur
objective in writing this paper is to spare future
designers of itocai area networks the searching and
specutation in which we were forced to engage.

We begin by describing the poiicies common to
Ethernet-iike systems and by using an anaiytic
moder to study their behavior. We then precisety
describe the mechanisms used in Ethernet itseif,
exploring its detaited behavior by means of a
simuitation modei. Results from the two models, and
particuiarly from their comparisom, provide insight
into the nature of Jlow-ievei protocols 1in local
area broadcast networks.
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1. Introduction
The iast five years has seen rapidiy growing
interest in a class of computer systems known as

1ocal area broadcast networks. The seminai work on

such systems, performed under the auspices of the

Atoha [1] and DCS {6] projects, was foliowed by the
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deveiopment of Ethernet at the ZXerox Paio Alto

Research Center [ll]. Ethernet, because of its

simplicity, robustness, and iow cost, has spawned a

significant number of simitar computer

communications networks [2, 3, 5, 7, 12], to which

we refer collectively as the Ethernet-tike

networks.

Considering the widespread infiuence of

Ethernet, a surprising amount of confusion exists

concerning various important aspects of its design:

- Precisely what is the low-level protocot
of Ethernet?

- How does the performance of this
mechanism compare to that of the
easity—-analyzed policy that is the basis
for the Ethernet-iike networks?

- How does heavy ioading affect Ethernet’s
throughput?

- Can Ethernet satisfy the requirements of
real-time appltications such as voice
transmission?

- How does Ethernet’s performance with a
variety of packet sizes compare to its
performance with a fixed packet size, if
the average packet size is the same in
each case?

- How woutd anticipated improvements in
technotogy, e.g., the wuse of fiber
optics, affect Ethernet’s performance?

In considering the design of yet another

Ethernet-iike system, we had to go to considerabie
Lengths to obtain the answers to questions such as
these.

Our objective in writing this paper is that

future designers wiii be better informed than we.



In Section 2, we use various anatytic techniques
to study an ideaiized network that may be viewed as

the conceptuat modeir from which each of the

Ethernet-iike systems (inciuding Ethernet itself)
is derived. In Section 3, we describe in detaillt
certain of the mechanisms used in Ethernet itself,
and investigate the performance of Ethernet using a
simutation modet. Resutts from the two modeis, and

particutariy from their comparison, answer the

questions itisted above and provide new insight into
the nature of Low-level protocols in iocal area

broadcast networks.

2. Anaiysis of Ethernet-Like Networks

In this section, we consider an 1ideatized

network that provides some number of stations with

stabiitity: throughput must be a non-decreasing

function of offered Lload. The originai Atoha

Network did not provide stabiiity; in Ethernet-iike
systems, it is achieved by the foitowing poiicy,

which we suggest provides a useful and precise test

for membership in the Ethernet—iike ciass:

Although Ethernet is asynchronous, for anatytic
convenience we make the simptifying assumption that
time is divided into siots of iength equai to the

round-trip propagation deiay. Consider a siot,

during which some number Q¢ (> 0) of stations desire

to transmit a packet; we refer to Q as the

instantaneous itoad on the ether. If no station

transmits during that siot, the siot is wasted. If

exactty one station transmits, that station

acquires the ether and continues transmitting untii

time~division muitiple access to a Dbroadcast
channes (the ether), governed by an adaptive

distributed controlL potiicy. The basic unit of

information transfer is the variable-length packet.

Network time <can be divided into three
categories: idie intervais, during which no
stations desire to use the ether, transmission

intervais, during which a singie station is

transmitting a packet, and contention intervais,
the remainder of the time, during which severait
stations are trying to acquire the ether in order

to transmit a packet.

The key to the behavior of the network is its

adaptive distributed controi poricy: the means by

which the ether is acquired and contention is
resoived. If a station hears no traffic on the
network, that station can begin transmission of a
packet. Because of propagation deltays, several
stations may, in fact, begin transmissions
simultaneousiy, resuiting in a cotiision. A
coltision is detectabte within the rcund-trip

propagation deiay of the network.

Stations invoived in a coltision must attempt to

retransmit their packets at a tater time. A

principal objective of the contror poticy is
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it has finished sending its packet. If more than

one station transmits, a cotlision occurs and the

sitot 1is wasted. The Ethernet controt policy

attempts to maximize the probability that exactiy

one station transmits during a siot by

independently aliowing each station to transmit

with probabiiity 1/Q when Q stations desire to use
the ether. The resuit is a binomiat distribution

of transmitting stations, with mean equai to 1.

This poticy is optimal among ailL symmetric
control poticies, i.e. those in which at: stations

behave the same. Kieinrock and Yemini [10] note
that assymmetric poiicies can, in fact, do better.
The property that the probabiiity of transmission
aecreases with increasing instantaneous load is one
significant departure from the oft-analyzed Atoha
Network controi policy. Kteinrock and Lam [8] have
shown that controt poiicies without this property
inevitabiy suffer from some combination of deliay
(which increases as the transmission probabiiity
decreases) and instabiiity (which increases as the

transmission probability increases).

We begin by summarizing the analysis of Metcaife

and Boggs [11], to which the reader may refer for



detaiis. We consider the probabitity that the

ether is acquired by some station during a siot of

contention. If Q stations desire to use the ether,

then this probabiiity equals:
1,Q-1

1 - =
Q)

As the number of

13

increases,

A = (
contending stations
this acquisition probabiiity asymptotically
approaches l/e.

Next, we consider the number of siots devoted to
contention prior to the acquisition of the ether by

some station, under a specific instantaneous 1oad.

The probabiiity that the ether is acquired on

exactliy the i-th siot is equal to A(l-A)l_ The

mean number of siots devoted to contention is thus:

¥ ia-at =
i=0
Since the acquisition probabiiity is asymptoticaily

1-A

7 =
A (2)

equal to l/e, the mean number of siots devoted to

contention is bounded by e-l.

We define the instantaneous throughput

efficiency of the network to be the ratio of the

proportion of time the network is successfully

carrying packets (transmission intervals) to the

proportion of time the network  is busy

(transmission intervals plus contention intervais),

when the instantaneous 1load, Q, is artificiaitry

heid constant. By definition there witi be no idie

intervals (although there wiit be portions of

contention intervais during which no data is being

transmitted), 50 instantaneous throughput
efficiency is expressed by:
P
E=£—f_sg 3)
[o

where P is the average packet size in bits, C 1is
the network carrying capacity in bits per second
(bps) (thus P/C is the packet transmission time in

seconds), S is the siot time in seconds, and Z is

the mean number of siots devoted to contention.

Since the mean number of siots devoted to

contention increases with instantaneous toad, the

instantaneous throughput efficiency of the network
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decreases with increasing instantaneous 1oad.

Since the mean number of siots devoted to

contention is independent of the average packet

size, the instantaneous throughput efficiency of
the network increases with increasing average
packet size.

The inherent stability of the adaptive

distributed controi policy can be demonstrated by
calcusating the asymptotic instantaneous throughput
efficiency of the network as instantaneous i1oad

increases and average packet size decreases. As Q

increases, A approaches 1/e. Let the packet size

be the minimum feasibie: a packet whose
transmission time equats the siot time. Then:
P = —L . 1 _ 1
1-A 1+ (e-1) e (4)
L+

In other words, under heavy ioads the throughput of
the network wili be at Least 1l/e times the network
carrying capacity. For large average packet sizes,

however, the asymptotic throughput efficiency may

be considerabiy greater than 1/e.

Tabte 2-1 dispiays instantaneous throughput
efficiency for various instantaneous dioads and
average packet sizes. We assume network

characteristics typicat of Ethernet-iike networks:

C = 3 Mbps, and S = 10 usec.l

Packet Size, bits

Q 256 512 2048

1 1.000 1.000 1.000

2 0.895 0.945 0.986

3 0.872 0.932 0.982

4 0.861 0.926 0.980

5 0.855 0.922 0.979
10 0.844 0.915 0.977
20 0.838 0.912 0.976
50 0.835 0.910 0.976
100 0.833 0.909 0.976

Tabie 2-1: Instantaneous Throughput Efficiency

1s = 1000 m. (network iength) x 2 (round trip
detay) / 200 m. per usec. (propagation rate)



At this point, we depart from the analysis of

Metcasfe and Boggs. We note that instantaneous

throughput efficiency 1is not an especiaily
meaningfut performance measure because of the
artificial imposition of constant Q. Suppose

instead that the network is subjected to an average
iggg,p , measured as a proportion of the network’s
carrying capacity (in contrast to the instantaneous
Load, Q, which denotes the number of stations
desiring the ether at a particuiar instant}.2 Then

the network wiil spend some proportion of time at

each of a number of instantaneous Ltoads, with
corresponding instantaneous throughput
efficiencies. Suppose further that this toad
comprises packets of average length P, i.e.

stations are submitting new packets at an average
rate of .?C/P per second. Using these values as
input to a Markov model (see Appendix I} atiows us

to answer questions of the folLiowing sort:

- What proportion of network carrying
capacity is devoted to contention
resostution?

- What is the throughput efficiency of the
network: the ratio of the proportion of
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time the network is successfuily carrying
packets to the proportion of time the
network is busy?

- What is the average response time of the
network: the average Length of the
interval between a station’s desire to
use the ether and the successful
transmission of that station’s packet,
for packets of tength P?

- What is the perceived efficiency of the
network: the ratio of the theoreticadt
transmission time for a packet of iength
P to the average response time seen by a

station transmitting packets of that
size?
Figure 2-1 illustrates the proportion of time

devoted to transmission, contention and idte

intervats for various average Loads and for average

packet sizes of 256 and 2048 bits. As average ioad

increases, the proportion of time devoted to
transmission keeps pace until it reaches the
asymptotic throughput efficiency for the

appropriate average packet size. For average Loads

greater than this vatue, the remainder of network
capacity is devoted to contention. For average

ioads ltess than this vatue, the proportion of time

devoted to contention rapidiy decreases to a
)
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Figure 2-1: Time Transmitting, Contending, Idte

2Measurements of an existing Ethernet wunder
normal operation [13] dindicate that it is
reasonable to speak in terms of "average 1oad": a

relativety Low coefficient of variation of 1.4 in
the time between packets was observed, as weii as a
surprisingiy smali difference in the maximum
average utiiization in any one hour, one minute,
and one second.
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negiigibie vaiue. The observed behavior of an
existing Ethernet wunder an artificiair ioad is
consistent with this analysis in two important
respects: the vaiue of asymptotic throughput

efficiency, and the average toad beyond which a



noticeabie proportion of time 1s devoted to

contention, each as a function of average packet

size [13].

Average response times for average packet sizes
of 256 and 2048 bits are shown in Figure 2-2. As
average Load increases, an intervai of negligibie
response time degradation is fotlowed by a knee
beyond which response times increase sharpiy. The

average response time is asymptoticaity infinite

for average l1oads equal to the asymptotic
throughput efficiency. We note that average
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response time curves in Figure 2-2 cannot be used

directliy to compare the behavior of network

poticies for various average packet sizes, since

the theoreticai transmission time for a packet

varies with packet size. The transmission time for
a 256-bit packet 1is 85 usec. in a network with a
carrying capacity of 3 Mbps; for a 2048-bit packet
it is 683 usec. One approach to comparing network
behavior with different average packet sizes 1s to

consider normaiized respomse time: mean response

Figure 2-2: Average Response Times

response times of less than 1 msec. are achieved

for average i1oads of up to 0.75 when the average
packet size is 256 bits; the higher response times
for a 2048-bit average packet size are due to the

longer packet transmission time.

Average response time is a usefut performance

measure, but it is deficient in at least two

respects. First, it is generaiiy recognized that

quantites of response times are significantiy more

meaningful. In order to investigate the

suitabiiity of the network for a particutar

real-time appiication, for exampie, it might be

necessary to know the average load beneath which
more than 95% of ait 512-bit packets experience a

response time less than 25 msec. We defer

consideration of the distribution of response times
to the next section.

Second, the shapes of the
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time scaied by packet itength. In Figure 2-3, we
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dispray normatized response times for average
packet sizes of 256, 512 and 2048 bits. We

normatize to the scaie of 512-bit average packet

size: response times for the 256~bit average

packet size are muitipiied by 2; response times for

the 2048-bit average packet size are divided by 4.
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Figure 2-3: Normaiized Average Response Times



Figure 2-3 makes it clear that network performance

is in fact improved for larger average packet

sizes. (0f course, this statement assumes that

packets are fuliy utitized.)

Perceived efficiency is perhaps an even more

informative measure. Figure 2-4 iilustrates

perceived efficiency as a function of average Load
for average packet sizes of 256 and 2048 bits. As
an example, a perceived efficiency of 0.75 would
result if the average response time for packets of

256 bits were 113 usec. Somewhat surprisingly, we

1.01

perceived efficiency

(=]
o

average load p

average Load,f) , to the asymptotic throughput

efficiency for that packet size. Relative load

normaiizes with respect to average packet size by
factoring out the proportion of network carrying

capacity that wiii be devoted to contention at

saturation. For a specific reiative Load,

perceived efficiency is independent of average

packet size; in fact, perceived efficiency is equadt
to 1 minus the reiative Load. This observation

provides an extremely succinct characterization of

many of the important properties of Ethernet-iike

Figure 2-4: Perceived Efficiency vs. Average Load

note that perceived efficiency decreases tineariy
with increasing average load, reaching zero for an

average it1oad equal to the asymptotic throughput

efficiency for the appropriate average packet size.

At average L(oads greater than this value, the

network is saturated. In other words, stations are

submitting packets at a rate greater than the

network’s abitit to carr them, given the
Yy y

proportion of network capacity that wiil be devoted
to contention at that average packet size. This
tinear behavior means, for example, that an average
response time equai to twice the theoretical packet
transmission time can be achieved at an average
toad equai to haif the

asymptotic throughput

efficiency for the appropriate average packet size.

For a specific average packet size, it is useful

to define reiative 1oad to be the ratio of the
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systems.
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To summarize, consider a simple example.
Suppose that the network is operating with an

average packet size of 512 bits, and that the

average toad is 0.4, We calcuiate that the

asymptotic throughput efficiency for this average

packet size is 0.91, s0o the retative iocad is
0.4/0.91 = 0.44 and the perceived efficiency wiid
be 1-0.44 = 0.56. Since perceived efficiency is

the ratio of theoreticai packet transmission time
to average response time for packets of the average
size, average response time for 512-bit packets

witi be 171/0.56 = 305 usec.

Finaity, we investigate the sensitivity of

network performance to two design parameters: the

siot time and the carrying capacity.

The siot time is equal to twice the network

tength divided by the propagation rate. If the



network Length were muttiptied by some factor, the
siot time woudd be muitipijied by that same factor.

The impact of increasing the siot time 1is to

increase the 1ength of contention intervaus,

degrading instantaneous throughput efficiencies and

thus atl performance measures. The extent of this

degradation can be determined from data adiready

presented. From Equation 3 we note that for

constant network carrying capacity C, muitipiying

the siot time S by some factor has the same effect

on instantaneous throughput efficiency as does

dividing the average packet size P by the same

factor. In other words, for an 8 km. network with

a 2048-bit average packet size, the proportion of

time spent in transmission, contention and didie

intervais (as a function of average Load) and the

perceived efficiency (as a function of either

average load or relative load) witl be identicai to
the corresponding measures for a 1 km. network with

a 256-bit average packet size. OnLy mean response

times wiil differ; they wiii be greater by a factor

in which the average

of 8 for the 8 km. network,

packet size is 8 times as targe. In summary, the

polticies described in this section are sensitive to
over a

and are appiicabie onLy

the siot time,

restricted range of network tengths. In a specific
implementation a basic time unit somewhat greater
than the siot time may be selected for reasons of
the granutarity of an existing

convenience, e.g.,

clock. Our analysis suggests that the choice of

basic time unit may have a significant effect on

performance.
To put the roies of siot time and network
carrying capacity in perspective, consider the

effect of introducing fiber optic technology to

reptace the present coaxiat cabie technotogy. For
a given network tength, siot times can improve onuiy
siightiy, since the propagation rate is iimited by
the speed of tight, roughiy haif again as fast as

that achieved by coax. Carrying capacity, on the

other hand, can be expected to grow to at ieast 100

72

Mbps. Since instantaneous throughput efficiencies

decrease with decreasing packet transmission times,
large average packet sizes wiil be necessary if the

fuil benefits of this increased capacity are to be

reatized.

The impact of an increase in carrying capacity
can aiso be assessed from data aiready presented.
From Equation 3 we note that for constant siot time

S, mustipiying the carrying capacity C by some

factor has the same effect on instantaneous

throughput efficiency as does dividing the average

packet size P by the same factor. In other words,

for a 24 Mbps network with a 2048-bit average

packet size, the proportion of time spent in

transmission, contention and idte intervals (as a

function of average lo0ad), the average response

time (as a function of average load) and the

perceived efficiency (as a function of either

average toad or relative load) will be identicai to
the corresponding measures for a 3 Mbps network

with a 256-bit average packet size. Of course, for

a given average ioad the former network will be
carrying 8 times the number of bits per second as

the iatter.

The objective of this section has been to

describe the poiticies common to Ethernet~iike

computer communications networks, and to understand
certain aspects of the behavior of this cirass of

networks. The anatysis appiies to any network

whose control podlicy closely approximates the

optimai 1/Q poticy, regardiess of impiementation

detaiis. Although the anatysis has achieved its

objectives, a number of issues remain to be

investigated:

- It may be that the mechanisms empioyed in
the various Ethernet-iike networks are
sufficientty far removed from the
policies modetied here that the anaiysis
is misieading in certain respects. (The
close correspondence to Shoch and Hupp’s
preiiminary measurements [13] would
suggest otherwise.) Even shouid the
analysis prove to be vatid, it is unablie
to distinguish performance variations



among the Ethernet-tike networks.
Presumably their subtie differences in
design infiuence performance to some
extent.

~ Aithough mean response times and
perceived efficiencies are meaningful
performance measures, knowiedge of the
distribution  of response  times is
necessary in  order to assess the

suitabiiity of the network for reai-time
applications.

- Presumably the performance of the network

is sensitive to the distribution of
packet sizes. The anatysis presented
here draws no distinction between an
intervai during which each packet is

exactLly 512 bits and an intervai during
which 6/7 of the packets are exactly 256
bits and 1/7 are exactiy 2048 bits.

In the next section, we use a detaiited simuiation

modeL to investigate questions such as these.

3. Simulation of Ethernet

In the previous section we suggested that the
essential properties of Ethernet-iike systems were

captured by the 1/Q controi poticy. We begin this

section with a description of certain

implementation detaits in the originas Ethernet

that illuminate its relationship to the 1/Q modei.

Many aspects of Ethernet are weil-known and

adequately described by Metcaife and Boggs (cf.

[11], esp. Section 4). Other aspects, adlthough

perhaps not wideLy known, are not significant in
understanding the behavior of the system. In this

category, we inciude issues such as phase encoding

and decoding, c¢yciic redundancy checking, and
collision concensus reenforcement. However, we do
want to probe more deepiy the catcuiation of

retransmission intervals. When a station initiaiiy

desires to transmit a packet and finds the ether

busy, it defers to the passing packet, and then

immediateiy attempts to transmit its own packet.

When a station experiences a collision, on the

other hand, it first deiays for some retransmission
and

interval, then defers to any passing packet,

finatty retries the transmission.3 Retransmission
intervais are drawn from a uniform distribution

whose mean is set initially to some base vadtue,
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doubied after each coitision, and finally reset to

the base vaitue after a successful transmission.

The actuat method wused to calcuiate these
retransmission intervals is quite interesting, and
may surprise the reader. The mean of the
distribution is determined by a mask, initiaity

zero. Whenever a coliision occurs, this mask is

shifted ieft one bit, and the iow=-order bit is set

to one. The mask is then ANDed with the tow-order
eight bits of a ciock within the station. The
resutting vaiue determines the number of 38.08

usec. clock ticks in the retransmission intervail.

If a shift of the 16-bit mask resuits in a carry

out of the high-order bit, the transmission is

aborted.

Several aspects of this implementation are

worthy of note. Upon its first codidision, a

station waits for O or 1 38.08 usec. ticks; then

for 0, 1, 2, or 3 ticks; then for 0, 1, ..., 7

ticks; etc. Each of these shifts corresponds to an

upward revision of the station’s estimate of Q.

After its first coltision, the station makes an

implicit estimate of Q=2; the station then

retransmits immediatelry with probabitity 1/2 and
waits for 38.08 usec. with probabitity 1/2. One
departure from the optimal 1/Q modet is that 38.08

usec. is considerabiy targer than the 10 usec. siot

time. A second is that Q is oniy estimated. The
first cotdiision telis us onty that Q must be
greater than 1; upon successive cottisions, the

mask is shifted, corresponding to a doubling of the

estimate of Q. A third departure is the timit on

backoff. Note that after eight coLiisions the
estimate of Q stops growing; the maximum
retransmission intervat is about 10 msec. Eight

more attempts are made, then the transmission is

aborted. (The whoie process may, of course, be

repeated at the request of higher lever software.)

3Thus, in the terminotogy of [9], the Ethernet
control podiicy is l-persistent. One recent
anatysis of simiiar network controt poticies deadts
with the O~persistent case [14].



Finatiy, we note the potentiair for multiple
coliisions immediateiy foitowing the transmission
of a Ltarge packet. A number of stations may have
generated traffic during this period; stiitt more
stations may have come to the end of their
retransmission intervalits. A1l of these stations

wili transmit when the ether becomes free.

Ethernet’s implementation of the 1/Q modei can
thus be seen to comprise two parts. The first is
an estimation of the vaiue of Q; the second is a
backoff strategy that aims to have each station

attempt retransmission at each siot time (actuatly

38.08 usec. here) with probabiiity 1/Q.

We modei the Ethernet impilementation using a
Simuta 67 program which appears in Appendix II.
Confidence intervais for our simuiations were
derived using the regenerative method [4]}, but are
not reported here. Based upon these simulations we
Ethernet

make several observations about

performance. The first concerns contention time

for three fixed packet tengths: 256, 512, and 2048
bits. Consider the mean contention intervalis shown

in Figure 3-1.

50 psec

40 psec

30 psec 7

20 psec 7|

10 psec

Average length of contention interval

0.1 0.2 0.3
Average load p

In each case the contention intervals are very
short at 1tight toads; they grow dramaticaily at
heavier toads, but are bounded as the load
approaches the asymptotic throughput efficiency for
the appropriate packet length. The maximum
contention intervai, about 40 usec. for 512-bit
packets, corresponds to the (e-1)S of Section 2.
The existence of this upper bound is the key to
Ethernet’s stabitity. As average load 1increases,
idie intervats vanish and the ether atternates
between intervats of contention and transmission.
Since the mean contention intervat has an upper
bound, throughput has a iower bound. One deviation
from our analysis of the 1/Q modei 1is the
dependence of this bound on the packet tength. At
1ight 1oads, 1ong packet itengths have shorter
contention intervais; at heavy J41oads, they have
Ltonger contention intervaits.

In no case, though,

is stabiiity threatened, and the <ceiting of

(e-1)*38.08 wusec. (about 68 usec.) 1is never
exceeded.

Normaiized response times for packet iengths of
256, 512, and 2048 bits are shown in Figure 3-2.

We observe that the curves are simiiar: they grow

2048 bit packets
512 bit packets
256 bit packets

0.4 0.5 0.6 0.7 0.8

Figure 3-1: Contention Time for Three Lengths
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slowly at tight ioad, then grow without bound as

the average toad approaches the appropriate

asymptotic throughput efficiency. We a1s0 notice

have targer normaiized

that smaiit packets do

response times than targe packets. Quatitativery

and quantitatively, these results are extremely

close to those shown in Figure 2-3.

Let us now consider how performance under a

bimodal distribution of packet lengths compares

with performance under a fixed packet Length.4 T4

study this, a sgimutation was run in which each

packet had a tength of 256 bits with probabitity

i/7. The

6/7 and 2048 bits with probabiticy
average packet tength was thus equai to the case in

which fixed iength 512-bit packets were used. In

Figure 3-3, we see that mean response time was
noticeabty worse for the bimodal distribution.
Intuitiveiy we «c¢an regard this as due to an

irreguiar Load--the ether wiis have intervais of

4Shoch and Hupp report such a distribution [13);
the majority of the packets are short
(corresponding to terminad activity), but the
majority of the bits are shipped in iarge packets
(corresponding to file transfer operations).

75

tow wutitization (due to a series of 256-bit

packets) and intervais of severe contention (due to
numerous arrivals during a 2048-bit transmission).

Many networks are expected to support a variety of

appiications, with a corresponding variety of

packet tengths. The results shown in Figure 3-3

suggest that these networks shouid be designed with

considerabie care.

In many reai~time environments the average load
due to a single appitication 1s not very high, but

fast, consistent response is required. In these

environments the mean response time is an

inadequate performance measure. In Figure 3-4 we

graph both the mean and the standard deviation of

response times and observe that the standard

deviation grows more rapidiy than the mean.
This high variabitity in response times suggests

that Ethernet’s ability to satisfy stringent

reat-time constraints might degrade severety as

Load increases. However, when the mean response
time is smatil resative to the time constraint, this
high variability can be tolerated. Consider the

use of Ethernet to provide a number of voice
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Figure 3-3: Response Time for Mixed Lengths

channets, each consisting of one 512-bit packet
every 25 msec. with a 25 msec. response time
requirement. (One such channei woutd utitize 0.68%
of network carrying capacity.) Tabie 3-1 shows the
response time achieved by 95% of ait packets (the
95th quantite) for various average loads in an

Ethernet devoted entirety to this application. Our

conciusion is that Ethernet may be appropriate when

such "soft" reai-time constraints are permissible.

Let us now consider the source of the itarge
standard deviation in response times. Is it an
artifact of the 1/Q modet of Section 2, or of the

particutiar impiementation of this moder in
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Figure 3-4: Response Times; Mean and Stand. Dev.
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Tabie 3-1: 95th Quantite of Response Times vs.

Ethernet? Intuitively, we can find some reason to

suspect the impilementation. Ethernet achieves
stabiiity by means of a backoff aigorithm executed
by stations that faii in their attempts to send
packets. This means that a station on its third or
fourth attempt wiil usually wait ionger before
station that has only

retransmitting than a

recentty decided to send a packet.>

In order to measure this effect, we simuiated
two variations of the Ethernet backoff scheme. The

first is calied Pseudo-1/Q. Under it, after each

SA simple anaiogy could be made to a time-~sharing
scheduter where requests for service are stacked
instead of queued: if service times have
retativeiy low variabiiity, then the mean response
time witi be acceptabie, but the standard deviation
of response times may not be.

codlrision, the simuiated station retransmits

immediately with probabitity 1/Q. This perfect
knowiedge of Q, though easy to simuitate, cannot be
achieved in practice. The second, caited Short
Backoff, is simiiar to Ethernet, except that (a) 15
usec. ticks are used instead of 38.08 usec. ticks
and (b} oniy four bits of the ciock are used
instead of eight. The 15 usec. tick more ciosely
approximates a siot time; the four-bit clock stops
doubiing the mean retransmission time sooner. In
Figures 3-5 and 3-6, the means and standard
deviations of response times for Ethermet and these
two variants are compared. In Figure 3-5 we see
that both of our new schemes have significantly
better means than the standard backoff scheme, that
the Short Backoff scheme comes very close to the
Pseudo-1/Q scheme, and that aiti three schemes are
quite close beiow average loads of 0.3. In Figure
3-6 we see that our new schemes show even greater
improvement in standard deviation than in mean,
that the Short Backoff scheme is not as ciose to
Pseudo-1/Q as before, and that aii three schemes

are ciose oniy beilow average ioads of 0.25.

We now suggest a rationate for the improvement
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Figure 3-5: Response Time Mean for Variants
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of the two new schemes over Ethernet. First, the
reduction of backoff grain from 38.08 usec. to 15
usec. seems to have heiped; this expltains much of
the improvement in mean response time. Second, the
Pseudo-1/Q scheme does not discriminate against
stations that are making a third or fourth attempt,
as does the Ethernet poliicy; this shows up
especiaity in the superiority of Pseudo-1/Q with
respect to standard deviation of response time.
Finaliy we note that the Short Backoff scheme
discriminates,vbut Less than Ethernmet; in effect it
never estimates Q at more than about 16, while
Ethernet continues to double its estimate. In our
simuiations, in fact, we never observed vaiues of Q
greater than 16. This suggests, however, that if Q
ever did exceed the maximum vatue estimated by

Short Backoff, then stabiiity might be compromised.

4. Conclusions

In this paper we have used an anaiytic model to
study the ©behavior of Ethernet-tike computer
communications networks and a simuiation modei to

study the performance of Ethernet itsedlf.

Among

our more interesting observations are the

foLliowing:

~ The behavior of Ethernet is close to that
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of the optimat 1/Q controli poticy. This

observation has two significant
impiications:
The resutts of simpie analytic

modeis are appiicabie (aithough they
certainly do not answer aiti of the
interesting questions), and

vastty improved impiementations of
the 1/Q poticy are not itikely to be
develtoped.

Ethernet and other networks adequately
grounded in the 1/Q modei are stabie:
throughput is a non-decreasing function
of ioad.

The fact that perceived efficiency is
equal to 1 minus retative Load provides a
succinct characterization of many of the
important properties of Ethernet-itike
systems.

Due to Ethernet’s impiementation of the
1/Q modet, it has considerabie variance
in response times. This variance does
not, however, seem to make it unsuitabite
for "soft reai-time" appiications at
moderate average ioads.

The performance of these systems is quite
sensitive to the distribution of packet
sizes.

System performance is aLso quite
sensitive to the siot Length. The
existing controt mechanism wiit not be
effective if network itength is increased
substantiatiy. Choosing a basic
retransmission intervai for reasons of
convenience, e.g., the granutarity of an
existing clock, may significantiy impact
performance.



- Higher bandwidth technoiogies, €uge,y
fiber optics, wiilL provide greatest
benefit for applications that can use

targe packet lengths.

- When designing or evaiuating a controt
mechanism based on the 1/Q modet, it may
be useful to decomposé it into two parts:

A mechanism for estimating Q from
information avaiiable to a station,
and

a backoff mechanism that closely
approximates the 1/Q modei for the
estimated vatue of Q.

We would atso Ltike to suggest one important area

for future research. Ethernet seems to obtain its

stabitity at the cost of exhibiting a degree of

"tast come first served" schedusing behavior. Is

this necessary, or can impiementations of the 1/Q

modet avoid this behavior, and thus give more

consistent response, while retaining Ethernet’s

simpilicity, stabiiity and good mean response?

Finaliy, we wouird itike to emphasize the ciose

relation between the particuLar performance issues
raised here and the needs of system designers. If
simpiicity, stabiiity and throughput are important,
then the originai Ethernet control poiicy Looks

surprisingly good. If tight reai~time response is

needed, then a modified poiicy with more consistent

response may be necessary. If a physicatiy larger

network or a very high bandwidth wmedium is

anticipated, give carefui thought to ways of

reducing mean contention time or, if compatibie

with appiication needs, increasing average packet

length.
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THE APPENDICES

I. The Analytic Modei
The anatytic moder is extremely straightforward.

The state of the system is denoted by Q, the

instantaneous load. Let the system be in some

state q > 0. The system moves to state g+l at a
rate equal to the rate at which packets arrive when
the instantaneous load is q. We assume that this

rate, which by definition has an average vatue of

PC/P, is independent of q (an infinite source

assumption). The system moves to state g-1 at a

rate equal to the rate at which packets are

detivered when the instantaneous toad is q. We

assume that this rate is equait to the network
carrying capacity in packets per second, C/P,
multipiied by the instantaneous throughput
efficiency when the instantaneous load is q,
caLtcuiated from Equation 4. (This use of a
1ow-leveir performance measure (in this case,

instantaneous throughput efficiency) as input to a
high~level modei 1is a typicalL appiication of the
principie of decomposabiiity.) When the system is
in state 0 it is idie and packet deiiveries cannot

occur; packet arrivals occur at rate,PC/P.

Sotution of this modei yieids the proportion of
time the system spends in each state, i.e., at each
instantaneous toad. The proportion of time devoted
to contention is equai to the proportion of time
the instantaneous toad is greater than zero, minus
f'

from Littie’s equation by taking the quotient of

The average response time can be determined
the average instantaneous 4ioad and the average

packet arrival rate, fC/P'

We note that one might ptausibliy argue in favor

of either an infinite source modeir, as used here,

or a finite source modei, in which the packet

arrival rate depends on the system state. As a

practical matter, however, the choice is

irrelevant; their predictions are indistinguishabie

for systems with large numbers of stations.



II. The Simulation Program

Simutation

begin

comment Lengths in meters, times in usec,
information in bits;

integer PacketLength, Seed;

real SiotTime, HaifStotTime, Capacity,
CPrime, Rho, Lambda;

ref (Ether) Net;

Link class Packet(Owner);

ref (Node) Owner;

begin

real TNaught, TFinal, TWakeup, Source;

booiean Coitided;

TNaught := Time;

TWakeup := TFinal :=
TNaught+Owner.PacketSize/Capacity;

Source := Owner.Locus;

Net.Assert(this Packet);

Hoitd(TWakeup-Time);

Cosriided := TWakeup = TFinaij;

TFinai := TWakeup;

activate new Kitier(this Packet)
detay HaifSiotTime

end Packet;

Process class Kiliter(Pack);
ref (Packet) Pack;

begin

Pack.Out

end Kiiter;

Head class Ether;
begin

booliean procedure Busy(Locus);
real Locus;
begin
ref (Packet) x;
Busy := faise;
X := First;
whiie x =/= none do
inspect x do
begin
real TCrit;
comment Puise at Locus ieaves Xx;
TCrit :=
Time-abs(Locus-Source)/CPrime;
if TNaught<TCrit and
TCrit<TWakeup+l.5/Capacity then
Busy := true;
x := Suc
end
end Busy;

procedure Assert(Pack});
ref (Packet) Pack;
begin
ref (Packet) x;
x ¢— First;
white x =/= none do
inspect x do
begin
real TCritl;
comment Time when my puise hits x;
real TCrit2;
comment Time when x pulse hits me;
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TCritl := Time +
abs(Pack.Source-Source)/CPrime;
if TCritl<TWakeup then
begin
TWakeup := TCritl;
reactivate Owner at TCritl
end;
TCrit2 := TNaught +
abs(Pack.Source-Source)/CPrime;
if Time<TCrit2 and
TCrit2<Pack.TWakeup then
Pack.TWakeup := TCrit2;
X = Suc
end;
Pack.Into(this Ether)
end Assert;
end Ether;

Process ciass Node;

begin

integer PacketSize, Mask, NTries;
real Locus;

ref (Packet) CurrentP;

boolean procedure Collision;
if NTries<=16 then
begin
while Net.Busy(Locus) do Hotd(0.001);
CurrentP :- new Packet(this Node);
Cottision := CurrentP.Coitided
end Colitisiong

NTries := 1;

Mask := 03

PacketSize := PacketLength;
Locus := Uniform(0,1000,Seed);

whiie Coitision and NTries<=16 do
begin
Mask := Mask¥*2+1;
comment Shift Mask ieft, one fiiled;
Hoid( mod(RandInt(0,255,Seed) ,Mask+1)

* 38.08 );

comment i.e. Ctock<8:0> AND Mask;
NTries := NTries+l
end;

comment if CurrentP.Colitided
then Packet was Aborted;
end Node;

comment Initiaiization of main program;
Net :=- new Ether;

CPrime := 200;

HaifSiotTime := 1000/CPrime;

SiotTime := 2*HaifSiotTime;

Capacity := 3;

Seed := 13

PacketLength := 512;

Rho := 0.25;

Lambda := Rho*Capacity / PacketLength;

whiie true do
begin
activate new Node;
Hotd(NegExp(Lambda,Seed))
end Arrivat Loop

end EtherNet
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