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I have had the pleasure of practicing biology and technology
development for the past 35 yearssfirst at the National
Institutes of Health (NIH) for 3 years, then at the California
Institute of Technology (Caltech) for 22 years, subsequently at
the University of Washington (UW) for 8 years, and finally at
the Institute for Systems Biology (ISB) for the past 2 years. In
each case, my geographical transitions were prompted by
exciting new opportunities and evolving visions of how biology
should be practiced. The technology developments I have been
associated with over this period helped to catalyze two emerg-
ing paradigm changes in biology: systems biology and predic-
tive/preventive medicine.

My career has been driven by two imperatives from my Ph.D.
advisor, Bill Dreyer (Caltech). First, “Always practice biology
at the leading edge.” For much of my career, this leading edge
was molecular immunology.1-14 Second, “With new technolo-
gies, biologists have the chance to open up new horizons for
exploration in biology.” Indeed, Freeman Dyson made this
point eloquently (Figure 1). This view is the focus of my
discussion.

Several points should be stressed regarding biology and
technology. First, technology is all about deciphering biological
information, and that information is of three general types: (1)
the digital information of DNA; (2) the three-dimensional
information of proteins, the molecular machines of life; and
(3) the four-dimensional (time-variant) information of biologi-
cal systems operating across developmental and/or physiologi-
cal time spans. Second, biology should be the driver for new
technologies. Where barriers to deciphering biological informa-
tion exist, they need to be lifted by appropriate technologies.
Third, technology includes new instrumentation (e.g., the
automated DNA sequencer) as well as new strategies (e.g., the
oligonucleotide ligase assay, or OLA). Finally, challenging new
technologies often require the integration of expertise from
biology, chemistry, computer science, engineering, mathemat-
ics, and physics. Especially important is the development and
integration of computational tools for capturing, storing, and
analyzing biological information.

Throughout out my career, I have been associated with
outstanding colleagues (Table 1), and it is to them that much
of the credit must go for our accomplishments. It is with
considerable pride that I note many of my former colleagues
are today’s technology leaders.

Over my career, there have been six successive evolutionary
stages to my thinking about biology and technology (Table 2).
I will discuss each of these in turn.

New Technologies Open Up New Horizons of Biology for
Exploration

I moved from NIH to Caltech in 1970 because I had decided
that I would like to divide my time between technology and
biology. Caltech seemed an ideal environment for both biology
and technology development. During my time at Caltech, my

Figure 1. Quotes from Freeman J. Dyson, Imagined Worlds
(Harvard University Press: Cambridge, MA, 1998).

Table 1. Colleagues for Instrument and Strategy Development

Ruedi Aebersold protein blotting, protein microsequencing
Bruce Birren pulse-field gel electrophoresis
Alan Blanchard ink-jet DNA synthesizer
Ian Clark-Lewis long peptides
Cecilie Boysen BAC shotgun sequencing
Pat Griffin mass spectrometry and proteins
Mike Harrington two-dimensional gels and proteins
Susan Horvath DNA synthesizer
Henry Huang DNA sequencer (Maxam-Gilbert)
Mike Hunkapiller gas-liquid-phase protein sequencer,

DNA synthesizer, DNA sequencer
Tim Hunkapiller computational tools, DNA sequencing
Trey Ideker systems computational tools
Karen Jonscher mass spectrometry and proteins
Rob Kaiser labeling DNA
Steve Kent protein synthesizer, long peptides
Joan Kobori primer-directed sequencing
Eric Lai pulse field gel electrophoresis
Steve Lasky ink-jet synthesizer
Ulf Landegren oligonucleotide ligase assay (OLA)/SNP

analyses
Greg Mahairas BAC-end sequence mapping, or sequence

tagged connector (STC) mapping
Debbie Nickerson DNA polymorphism analyses
Jared Roach strategies for genomic analyses
Lee Rowen shotgun sequencing
Jack Silver radiolabeled microsequencing
Lloyd Smith DNA sequencer (Sanger)
Mark Stolowitz protein attachment chemistry
Paul Tempst protein microsequencing
David Teplow protein chemistry
Mike Waterfield solid-phase protein sequencing
John Yates mass spectrometry and proteins
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group evolved a then unique cross-disciplinary culture where
biologists and technologists interacted freely and effectively.
Over the next 22 years, we developed prototypes for four
instruments and began thinking about a fifth (Table 3). Each
instrument met the criterion that it opened up new horizons
of biology for exploration. Let me discuss each of these
instruments in turn.

Protein Sequencer. I was initially a protein chemist; hence,
my beginning technology efforts focused on highly sensitive
protein sequencing. The protein sequencer, developed by Mike
Hunkapiller, used the Edman chemistry to sequence proteins
from their N-terminus. This gas-liquid-phase protein se-
quencer was ∼100 times more sensitive than its contemporary
counterparts.15,16 This 100-fold increase in sensitivity allowed
us to sequence a series of fascinating proteinssavailable in low
quantities and, hence, heretofore inaccessible to sequence
analysis. Strikingly, the sequence analyses of six of these
proteins opened up six new areas in biology.

(1) Platelet-derived growth factor is a blood hormone whose
N-terminal sequence revealed a near sequence identity to an
avian oncogene, v-cis.17 We postulated, for the first time, that
oncogenes might be ordinary cellular genes, for example,
controlling growth, DNA repair, or the cell cycle that have been
captured by viruses and subjected to viral control. This was a
major step forward in thinking about oncogenes. In addition,
this analysis was the first application of bioinformatics to
biology; that is, comparing a newly determined protein se-
quence against a database of all known preexisting sequences
to find interesting homology relationships (Mark Boguski,
personal communication).

(2) Together with Amgen, one of the first biotechnology
companies, we determined the N-terminal sequence of eryth-
ropoietin, a blood hormone that stimulates the growth and
development of red blood cells. Amgen used this sequence
information to clone the corresponding gene. Erythropoietin,
biotechnology’s first billion dollar drug, was extremely effective
in dealing with chronic anemia.

(3) Together with Dr. Stanley Prusiner, we determined the
first sequence of the prion protein.18 This protein turned out
to be an extremely difficult sequence, as it was purified by
proteolytic digestion and, hence, had several N-terminal se-
quences (e.g., a ragged N-terminus) which needed to be placed
in phase with one another. This protein sequence was used to
synthesize a DNA probe and clone the prion gene.19 These
studies led to the fascinating observation that prion diseases
(e.g., mad cow disease and human Cruetzfild-Jacob disease)
are initiated by misfolded prions that are pathogenic and have
the ability to catalyze the misfolding of normal prions, a new

mechanism for disease. This work led to a Nobel Prize for
Stanley Prusiner.

(4) We were the first to sequence the human R and â
interferons.20,21 These sequences led to the cloning of the
corresponding genes and opened up our ability to understand
how interferons stimulate T-cell effector functions. Some of the
interferons have proved to be effective drugs for dealing with
certain kinds of cancers.

(5) We were the first to sequence a colony-stimulating factor,
key hormones for the development of hematopoietic lineages.
The sequence of the mouse macrophage-granulocyte colony-
stimulating factor (GMCSF) led to the cloning of the mouse
and then human GMCSFs. These molecules provided new
insights into the development of one branch of the hemato-
poietic cell lineage. The human GMCSF has been a useful drug
for certain diseases.

(6) Together with Mike Raftery (then at Caltech), we deter-
mined the N-terminal sequences for the four chains of the
acetylcholine receptor in the Torpedo calcifornica.22 Professor
Numa at Kyoto University then used these sequences to clone
the corresponding genes and started his now classical studies
of receptors of the nervous system.

So the highly sensitive protein sequencer opened up a
multiplicity of new areas in biology through the sequence
analyses of heretofore inaccessible proteins and the cloning of
their corresponding genes. Truly, this technology found new
things that needed to be explained (Figure 1).

Protein Synthesizer. Steve Kent, a former student of Robert
Merrifield, the developer of solid-phase peptide synthesis,
joined our laboratory to optimize the peptide synthesis chem-
istry so that very long peptides could be synthesized through
high repetitive yields. Steve, together with Applied Biosystems,
developed an instrument for this optimized chemistry.23 This
instrument allowed us to synthesize, for example, the 140
residue IL3 molecule and highly purify it to carry out fascinating
structure/function studies.24 Steve Kent’s most striking ac-
complishment was the synthesis, purification to homogeneity,
and crystallization of the 99-residue HIV protease. Together
with the drug company Merck, Steve determined the structure
of this moleculesa key step in generating one of the most
effective of all AIDS therapeutic drugs, the protease inhibitor.
Finally, we went on to synthesize a series of Zinc finger domains
to decipher their strategies for binding, specifically to unique
DNA sequences.25 The highly efficient peptide synthesizer
opened up many new directions for the study of proteins and
peptides.

DNA Synthesizer. Susan Horvath, Mike Hunkapiller, and I
developed a robust DNA synthesizer.26 I remember going to

Table 2. Deciphering Biological Information: Principles

•new technologies open up new horizons of biology for exploration principles
•integration of technologies creates new analytic opportunities
•the Human Genome Project introduces discovery science, which opens the door to global analyses
•cross-disciplinary environments are essential for applying engineering and computational tools to biology
•systems biology is the integration of biology, medicine, computation, and technology to decipher and model biological information
•predictive and preventive medicine will transform the practice of medicine

Table 3. Instruments Developed by the Hood Laboratory

instrument special features colleagues

gas-liquid-phase protein sequencer 100-fold more sensitivity M. Hunkapiller
DNA synthesizer robust, high repetitive yields S. Horvath, M. Hunkapiller
peptide synthesizer high repetitive yield S. Kent, Applied Biosystems
DNA sequencer automated DNA sequencing L. Smith, M. Hunkapiller
ink-jet oligonucleotide synthesizer synthesize oligonucleotide arrays A. Blanchard
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Marvin Caruthers, inventor of the phosphoamidite DNA syn-
thesis chemistry, early in the 1980s and arguing that we would
like to learn the DNA synthesis chemistry so as to automate it.
Coruthers was skeptical about the need for automation, arguing
that the demand would never be great and that he could teach
virtually anyone how to synthesize DNA in a week. We did
develop the DNA synthesizer. It provided a variety of key
reagents for molecular biology, including DNA probes for
primer-directed DNA sequencing and DNA mapping, probes
for cloning genes, and even the overlapping DNA fragments
necessary to synthesize complete genes. The ready availability
of DNA fragments certainly catalyzed many new strategies in
molecular biology. Indeed, if DNA primers were not easy to
synthesize, the polymerase chain reaction might never have
been invented. Thus, one technology may enable the creation
(and development) of other technologies.

DNA Sequencing. In my laboratory, Henry Huang started
in 1979 to automate the Maxam-Gilbert sequencing procedure.
These efforts were unsuccessful, but they did create a founda-
tion for our next efforts. Then Lloyd Smith, Tim Hunkapiller,
and I came up with the idea of using four fluorescent probes
and capillary electrophoresis to automate the Sanger DNA
sequencing procedure. Lloyd Smith went on to build a proto-
type instrument in conjunction with Mike Hunkapiller and his
colleagues at Applied Biosystems.27 It is interesting to note that
two attempts in the early 1980s to obtain NIH support for
automated sequencing failed. The reviewers argued that “It was
impossible” or that “Graduate students could do it less
expensively.” These responses illustrate a limitation of the
otherwise outstanding NIH peer review systemsit is often
incapable of dealing effectively with dramatically new op-
portunities in technology (or biology). The automated fluores-
cent DNA sequencer has been the key technology for sequenc-
ing of the genomes of the human, a variety of model organisms
and many microbes. The DNA sequencer ushered in the post-
genome era in biology.

Ink-Jet Oligonucleotide Arrays. In the early 1990s, Alan
Blanchard began to apply the delivery technology of ink-jet
printers to the synthesis of oligonucleotide arrays on glass.28,29

Our current version of the ink-jet DNA synthesizer has 192
piezoelectric pumps that each deliver 14 000 6 pL droplets/s.
Thus, the individual base components of thousands of oligo-
nucleotides can rapidly and specifically be sprayed across a
glass slide under computer control. Affymetrix had pioneered
the synthesis of oligonucleotide arrays using photolithographic
techniques, a process that had two striking advantages: density
(>100 000 oligonucleotides per array) and mass production.
Our ink-jet technology also had striking advantages: flexibility
in format design (controlled by a computer and not expensive
photolithographic masks) and a high repetitive synthesis yield,
meaning that long oligonucleotides (up to 60 bases) could be
synthesized. In the last year, Steve Lasky has applied the ink-
jet technology to the synthesis of double-stranded oligonucle-
otide arrays (for assaying transcription factor binding sites).

More recently, we have talked with Steve Kent about the
possibility of designing protocols for synthesizing arrays of
different protein domains (∼100 residues). We have also used
the ink-jet oligonucleotides to interrogate patterns of gene
expression and single nucleotide polymorphisms (SNPs). The
ink-jet technology was initially licensed to Rosetta Bioinfor-
matics and more recently to Agilent. Certainly, DNA (oligo-
nucleotide) arrays have transformed contemporary biology.

Strategies for Genome Analysis. I would emphasize that
molecular strategies for analyses are as important as new
instrumentation. In Table 4 are given a list of strategies my
laboratory developed for genomic analyses. Let us consider two
of these strategies, both of which opened up striking new
opportunities for genomic analyses. First, Ulf Landegren de-
veloped the oligonucleotide ligase assay, which allowed us to
analyze single nucleotide polymorphisms with an assay that
could be automated for very high throughputs.31 We synthe-
sized three 25-mer oligonucleotides (Figure 2)-the 5′ oligo-
nucleotide had a 5′ biotin tag (a hook) and was complementary
to the DNA sequence immediately 5′ to the polymorphic site.
The two 3′ probes were identical and complementary to
sequence 3′ to the polymorphic site but for their 5′ ends at the
site of polymorphism where each had a nucleotide comple-
mentary to one of the two alleles. The two 3′ probes were
labeled with a fluorescent group. The 5′ probe, together with
separate 3′ probes (two different reaction mixtures), were added
to individual genomic DNA and DNA ligase was added. Only
3′ nucleotides with perfect complementarity to the genomic
DNA at their 5′ ends could be joined to their adjacent 5′
counterpart by DNA ligase. Avidin columns would pull out the
5′ nucleotides and, if they were ligated to one (homozygous)
or both (heterozygous) 3′ oligonucleotides, the fluorescent tags
could identify the SNP. We used this technology to promote
the idea of genome-wide SNP analyses long before it assumed
its current popularity.

Second, the sequence tagged connector (STC) strategy has
provided a powerful new strategy for mapping and sequencing
genomes.34,35 This approach was based on our earlier theoretical
analyses of optimal strategies through paired-end insert se-
quencing for analyzing the human genome.35-37 The idea is to
sequence both ends of 150 000 randomly generated bacterial
artificial chromosome (BAC) inserts (average 200 kilobases (kb)
in length) from the human genome. This would give a 500 base
pair (bp) tag about every 10 kb across the genome. Further-
more, this would provide a random genomic scan of 1.5 × 108

bp (300 000 STCs × 500 bp) or a 0.2-fold coverage of the
genome. This genomic scan allows biologists to sample genes
and repeat sequences across the genome. Finally, the STC
approach created a virtual physical genome map that can be
realized by sequencing overlapping BAC inserts (Figure 3). Once
a 200 kb BAC is sequenced, on average, it will reveal 20
overlapping BACs (one every 10 kb). The BAC-end sequence
tags connect the overlapping BAC clones to the sequenced seed
BAC and hence were designated sequence-tagged connectors

Table 4. Strategies for Genomic Analysis Developed by the Hood Laboratory

technique Hood laboratory scientist ref

1. primer-directed sequencing J. Kobori 30
2. oligonucleotide ligase array for SNPs U. Landegren 31
3. shotgun sequencing for large genomic inserts L. Rowen, C. Boysen 32
4. sequence-tagged sites (STSs) for physical mapping L. Hood 33
5. sequence-tagged connectors (STCs) for virtual

physical maps and genome scans
G. Mahairas 34, 35
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(STCs). The BAC clones minimally overlapping on the 5′ and
3′ ends of the sequenced seed BAC clone can be sequenced,
and through this iterative process, sequencing can continue
until the end of the chromosome is reached (or a clone gap in
the overlapping BACs blocks progress). With multiple seed or
initial BAC sequences, complete genome sequencing can start
from many sites. This is an enormously efficient approach to
sequencing genomes. Greg Mahairas sequenced the first draft
of the rice genome using the STC approach35 as a collaboration
with Monsanto.

Each of the other strategies in Table 4 has also opened up a
myriad of additional opportunities for genomic analyses.

Strategies for Protein Analysis. Over the years, in addition
to developing the highly sensitive protein sequencer, my
laboratory developed a variety of new strategies for protein
analysis focused on issues of how to increase the sensitivity of
protein sequencing and an exploration of the mass spectrom-
eter as a global tool for analyzing proteins. Jack Silver explored
the use of radioactive phenyl isothiocyanate for protein mi-
crosequencing.39 Mike Hunkapiller explored new spinning cup

Figure 2. Schematic diagram of the oligonucleotide assay: blue, 5′ oligonucleotide probe; red, 3′ oligonucleotide probe; hook, biotin
tag; green circle, DNA ligase; black, avidin column. Match means ligase joined the 5′ and 3′ probes because of perfect complementarity
at the SNP site. Mismatch means the 5′ and 3′ probes were not joined because of a base mismatch leading to a failure of molecular
complementarity (see text).

Figure 3. Schematic diagram of the virtual physical map created by the sequence tag connector strategy and the process of sequence
extension (see text).

perspectives Hood, L.
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carriers40 and acrylamide approaches to the preparation of
proteins for microsequencing.41 Ruedi Aebersold introduced
protein electroblotting,42,43 the use of nitrocellulose to separate
peptides cleaved after blotting for internal sequencing,44 and
solid-phase covalent attachment for the microsequencing of
peptides45 and phosphopeptides.46 John Yates helped pioneer
the application of mass spectrometry to the sequence analysis
of proteins,47,48 was one of the first to apply electrospray
techniques to proteins,49 and started his very important work
on computer-aided global analyses of peptide mass spectra.50

Integration of Technologies Creates New Analytic
Opportunities

Microchemical Facility. The idea of integrating the power
of the protein and DNA synthesizers and sequencers to
decipher biological information more effectively emerged
congruently with our vision to develop them (Figure 4). We
submitted a paper to Nature on this integrated microchemical
facility, which took almost two years for publication because
of skepticism concerning some of the claims.51 Let me illustrate
the use of the integrated microchemical facility by describing
our approach to the prion problem. We began by sequencing
the N-terminus of the prion protein (protein sequencer). Next,
we synthesized a degenerate DNA probe after translating the
protein sequence into DNA sequence (DNA synthesizer) and
used this probe to clone a full-length cDNA and several
genomic clones containing the gene. The cDNA and genomic
clones were then sequenced (DNA sequencer). The sequence
of the cDNA clone suggested candidate regions as possible
nuclei for protein misfolding. The sequence of the genomic
clone revealed a second closely-linked prion-like gene termed
dopple (second) that has fascinating biological behavior.52

Finally, the prion gene was translated into a protein sequence,
and peptide fragments were synthesized (peptide synthesizer)
and used to raise specific antibody. Accordingly, the integrated
microchemical facility allowed us to move from protein se-
quence to gene sequence and, finally, to biology with antibodies
to characterize prion protein behavior. These approaches were
complemented by others from classic molecular biology (knock-
outs, expression vectors, etc.).

High-Throughput Platforms. Technologies can be inte-
grated in a second waysto develop high-throughput platforms
for the rapid analysis of biological information. For example,
driven by the Human Genome Project, a factory-like production
line for high-throughput DNA sequencing has been developed
with three major components: a front-end to automatically
produce DNA fragments for sequencing (robots and automated
liquid handling); a 96-capillary DNA sequencer with automated
sample injection (now capable of sequencing more than 1.5
million bases/day); and computational tools for the capture,

quality assessment, storage, and distribution of the sequence
information. Indeed, my group pioneered the development of
two of the major instruments for high-throughput genomic
analyses (DNA sequencer, oligonucleotide arrays) and pushed
applications of the mass spectrometer for proteomics. We at
the Institute for Systems Biology and others are developing
high-throughput platforms for SNP analysis, gene expression,
and various aspects of proteomics. These tools will allow the
hundreds of genomes to be sequenced soon to be analyzed
with respect to their polymorphisms, gene expression patterns,
and protein expression patterns.

Three Stages of Instrument Development. Biological instru-
ments focused on the large-scale acquisition of biological
information go through three distinct developmental stages.
This process can be illustrated with the DNA sequencer. (i) The
Prototype Stage. We started to automate DNA sequencing in
1979, and it was 1985-1986 before we had a prototype
instrument that clearly demonstrated the feasibility of all the
aspects of automated fluorescent DNA sequencing.27 (ii) Robust
Instrument. ABI took about 3 years and $75 million to develop
the first robust DNA sequencer that could be used routinely in
most laboratories. (iii) Factory-like High-Throughput Produc-
tion. Driven by the Human Genome Project, high- throughput
production platforms for large-scale DNA sequencing were
developed in the late 1990s. In the past, academics have
generally confined their efforts to the first of these stages.
Industry has carried out the second and third stages because
of the cost and engineering required. At the Institute for
Systems Biology, we are actively collaborating with industry
on the second and third stages of development for one high-
throughput proteomics platform.

Commercialization. In the late 1970s, a friend told me I
should think about commercializing the first of these instru-
ments, the protein sequencer. I liked the idea and went to
Caltech’s President, Marvin Goldberger, with the idea. President
Goldberger said, “Caltech has no interest in commercializing
instruments. You will have to do it yourselfsif you are really
interested.” I decided to try. I went to 19 different instrument
companies with the fully developed protein sequencer and a
vision of how the other three instruments we were or would
be developing could change biology. None of the companies
were interested. But all was not lost. A San Francisco venture
capitalist, Bill Bowes, called me and said, “I hear you’ve been
shopping some instruments around and failed to create any
interest. How about the possibility of my providing $2 million
to start a company to manufacture these instruments?” I was
ecstatic. President Goldberger was less than enthusiastic but
he was gradually convinced, as there were no other options.
Then I gave a talk on my vision of this instrumentation and its
impact on biology to the Caltech trustees. Arnold Beckman
came up immediately after my talk and said, “This is wonderful.
I want Beckman Instruments to partner with you.” In fact, I
had visited Beckman Instruments three different times, and the
last time I was unequivocally told there was no interest in my
vision. After some stumbling around, Caltech agreed to start
Applied Biosystems with the venture capital support. (I learned
from that experience to pitch visions to CEOs and not middle-
men interested primarily in profit and loss.) Applied Biosystems
(ABI) today is the premier company in the world for molecular
instrumentation, thanks in no small measure to Mike Hunkapill-
er, who went to ABI and then rose to become its President. In
retrospect, it was fortunate that none of the 19 preexisting
companies took up the offer to develop the four instruments,

Figure 4. Integration of technologies: the microchemical facility
(see text).
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for none of them would have had the total commitment to
developing these technologies exhibited by ABI, nor would
(could) they have recruited all the diverse talent necessary to
effectively develop these instruments. I believe emerging
technologies often need new companies to catalyze their
successful development.

I have always been committed to transferring knowledge to
society and, over the years, have played roles in founding or
co-founding 11 different companies, including Applied Bio-
systems, Amgen, Systemix, Darwin, Rosetta, and MacroGenicss

all oriented in different directions. Generally, each employed,
at least in part, strategies or technologies spun off from our
laboratory. For example, just as the DNA and protein synthe-
sizers and sequencers were the cornerstones of ABI, so too was
the ink-jet oligonucleotide synthesizer the foundation of Ro-
setta.

My interest in automated DNA sequencing then led in a new
directionsthe Human Genome Project.

The Human Genome Project Introduces Discovery
Science, Which Opens the Door to Global Analyses

In the spring of 1985, I was invited to Santa Cruz, CA, for
the first meeting ever held on the Human Genome Project. The
Chancellor, Robert Sinsheimer, invited 12 scientists, Wally
Gilbert, Charles Cantor, George Churchsindeed, most of the
principal advocates of the Human Genome Projectsto debate
the feasibility and merits of sequencing the human genome.
After 11/2 days of fascinating discussion, we reached two
conclusions: (1) although difficult, it would be feasible to
sequence the human genome, and (2) the group was split 6:6
on whether it was a good idea.

I came away from the meeting with two major impressions.
First, the project would introduce to biology a new type of
science, which I termed discovery science. Discovery science
takes a biological object (the genome), defines all of its elements
(the sequences of the chromosomes), and places them in a
databasesto enrich the infrastructure of biology and strengthen
the approaches employed by the more classical hypothesis-
driven science. The power of discovery science is that it makes
comprehensive or global studies possible. For example, by
defining all the genes in the human genome, oligonucleotide
arrays can interrogate the behaviors of all genes in a normal
cell and its cancer counterpart. Second, clearly high-throughput
DNA sequencing needed to be developed if the Human
Genome Project was ever to be completed. It seemed likely that
large-scale DNA sequencing would also drive high-throughput
instrumentation for analyzing gene products such as mRNAs
and proteins. This was the major rationale for our developing
the ink-jet oligonucleotide synthesizer.

The opportunity for high-throughput platforms to decipher
biological instrumentation also raised an issue of extreme
importance-these high-throughput platforms would have to
be developed in a cross-disciplinary environment with biolo-
gists, chemists, computer scientists, engineers, mathematicians,
and physicists all pooling their collective expertises.

Cross-Disciplinary Environments Are Essential for
Applying Engineering and Computational Tools to Biology

In 1987, the National Science Foundation (NSF) had the first
competition for Science and Technology Centers (STCs), and
we were awarded an STC for Molecular Biotechnology. Inter-
estingly, only one of the other Biology faculty members at

Caltech was interested in participating in the STC (Eric David-
son). The mission of the STC was as follows: (1) to integrate
science and technology; (2) to promote meaningful academic/
industrial partnerships; and (3) to stimulate K-12 science
education (another way of transferring knowledge to society).
I believe we were superbly successful in each of these objec-
tives. The STCs had significant (and flexible) budgets (ours was
$3 million per year), and they were awarded for 11 years (with
two competitive renewals).

The STC gave us the resources to become far more cross-
disciplinary at the level of my research group; however, the
Division of Biology at Caltech was still rather narrowly focused
in its commitment to classical molecular, developmental, and
neurological biology. I proposed a new cross-disciplinary
branch for the Division (Molecular Biotechnology), but the
leaders in Biology felt that cross-disciplinary approaches to
biology should be carried out in engineering. I then proposed
to the President of Caltech, Tom Everhart, that I start a new
Division of cross-disciplinary biology. He said, “Fine, if you can
convince your biology colleagues.” The Divisions of Engineering
and Chemistry were sympathetic to this idea, but Biology could
not be persuaded. To be perfectly honest, my group had
become large in its efforts to (1) bring in the cross-disciplinary
talent I needed from Engineering, Chemistry, and Computer
Science (junior colleagues), (2) create a microchemical facility
that served more than 40 faculty, and (3) have leading-edge
biology to interface with the technology. Biology had tradition-
ally had smaller groups; hence, my group’s size was a concern
for some faculty.

I really wanted to create a more effective cross-disciplinary
environment with other interdisciplinary faculty participating.
This prompted my second academic movesto the University
of Washington School of Medicine where a forward-looking
Dean of Medicine, Philip Fialkow, agreed that I should start a
new cross-disciplinary department, which I named the Depart-
ment of Molecular Biotechnology. Bill Gates provided $12
million to start the new department, and I moved the STC from
Caltech to the University of Washington. The annual STC
funding contributed significantly to the department’s highly
successful start. I was able to rapidly recruit a strikingly cross-
disciplinary faculty, some of whom went on to remarkable
accomplishments (Table 5). The following are some examples:

• John Yates and Ruedi Aebersold really started proteomicss

John with Sequest, a computer program that allowed mixtures
of proteins (peptides) to rapidly be characterized from complex
mixtures, and Ruedi with the isotopic-coded affinity tag (ICAT)
methodology permitting the quantification of global protein
sets in two different cellular states.

• Maynard Olson and I each independently had Genome
Centers that contributed to the sequencing of the human
genome53,54 and to diverse strategies and technologies for

Table 5. Faculty of the Department of Molecular
Biotechnology

faculty member cross-disciplinary exptertise

Ruedi Aebersold protein chemistry, proteomics
Ger van den Engh biophysics, cell sorting
Phil Green mathematics, computational biology
Joan Goverman immunology
Leroy Hood immunology, biotechnology, genomics
Debbie Nickerson DNA polymorphisms, human genetic disease
Maynard Olson chemistry, genetics, genomics
Barbara Trask genomics, cell sorting
John Yates mass spectrometry, proteomics
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genomics (e.g., the ink-jet synthesis technology for oligonucle-
otide arrays).

• Ger van den Engh developed a multiparameter, high-speed
cell sorter that had the highest throughput of any cell sorter in
the world.

• Phil Green developed the software programs Phred and
Phrap that were used by the entire human genome community
to call DNA bases and statistically assess their accuracy.

• Debbie Nickerson carried out beautiful SNP studies in
humans.

Thus, the Department of Molecular Biotechnology, the first
truly cross-disciplinary department in biology, more than
fulfilled my initial expectations. Its scientific growth and
evolution continued so that by 1995 a striking new opportunity
was emergingssystems biology. Systems biology is the study
of all the elements in a biological system (all genes, mRNAs,
proteins, etc.) and their relationships one to another in
response to perturbationssa contrast to the one gene or one
protein at a time studies so successful in biology over the
preceding 30 years or so.

In 1996, I went to the President of the University of
Washington, Richard McCormick, with the proposition I raise
the money to fund a new building to house my growing
department and develop opportunities for systems biology.
McCormick said there were 10 building requests ahead of mine
and that it would be 6-10 years or more before I could hope
for a building. I then spent the next three and a half years
attempting to persuade the School of Medicine that it should
have a relatively free-standing Institute for Systems Biology. I
failed in this endeavor because the academic administrative
structure of a state-funded university was not set up to
accommodate the striking integrative organizational changes
required by systems biology (see below). In December 1999, I
resigned from the University of Washington to co-found with
Alan Aderem and Ruedi Aebersold the Institute for Systems
Biology, an independent, nonprofit research institute. I was
convinced that systems biology will be a central driving force
in biology and medicine for the 21st century.

Systems Biology: The Integration of Biology, Medicine,
Computation, and Technology To Decipher and Model
Biological Systems

Three advances drove the emergence of systems biology: (1)
the Internet made it possible to capture, store, and transmit
massive data sets and to communicate effectively on a global
scale; (2) a cross-disciplinary environment was essential for the
emergence of systems biology and its necessary integration of
technology, computation, and biology; and (3) the Human
Genome Project has transformed our views and the practice
of biology. Let us discuss seven ways the Human Genome
Project has impacted biology.

Biology Is an Informational Science. This is the most
important conceptual change in how we view biology. Three
points are worth stressing. (1) The core of biology, the genome,
is digital. Biology stands in contrast to all other scientific
disciplinessphysics, chemistry, geology, etc.swhere scientists
come to know these disciplines through analog measurements.
The important philosophical point is that digital codes can be
completely determined. Thus, the core of biology is ultimately
knowable, and hence, we start with a certainty that is not
possible in the other disciplines. The challenge of biology, of
course, is to understand how this digital core along with
environmental information is transformed by many analog

processes into a four-dimensional (time-variant) organism. (2)
The digital core of life (genome) has two different major types
of information: the genes, which encode the molecular ma-
chines of life, and the regulatory networks that control the
behaviors of the genes. All metazoan organs share very similar
toolboxes of proteins, although in more complex organisms
some gene families or proteins become more complex. What
makes metazoan organisms truly different from one another
are the regulatory networks (the interactions of individual
transcription factors with their complementary transcription
factor binding sites). The important point is that the informa-
tion of regulatory networks is ultimately digital because it is
the organization of transcription factor binding sites adjacent
to each gene that determines its behavior. Regulatory networks
are the key to understanding evolution, development, and even
physiology. (3) Biological information is hierarchical and moves
through many different levels: DNA f RNA f protein f

protein interactions f biomodules f etc. (Figure 5). Biomod-
ules are collections of proteins that execute a particular
phenotypic task (e.g., metabolize galactose). The important
point is that each level of information provides new insights
into the operations of biological systems. Hence, for systems
biology, information must be gathered from as many of these
levels as possible and integrated.

Discovery Science Enhances Global Analyses. Discovery
science, by defining all the elements of various systems (e.g.,
the sequence of the genome, all the mRNAs present in a
particular cell or organismsthe transcriptome, all the proteins
present in a particular cell or organismsthe proteome, etc.),
opens the possibility of global analyses for the elements of
biological systems to be studied.

A Genetics Parts List Provides a Toolbox of Genetic Ele-
ments for Systems Analyses. The genome of an organism
allows one to identify all (most) of its genes and the protein
domains encoded by the genes. The identification of the 100
or more protein domains is important because they provide
insights into the functioning of the corresponding proteins. The
genome sequence provides all of the regulatory sequences

Figure 5. Hierarchical levels of biological information.
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associated with genes and is a major step toward understanding
the functioning of regulatory networks (e.g., the identification
of the transcription factor binding sites, their transcription
factor ligands, and insights into how both interact to trigger
the ensuing regulatory behavior). Finally, the human genome
provides access to the polymorphisms of humans and opens
the possibility of correlating some of these with physiological
variations and predispositions to disease.

High-Throughput Platforms Permit One To Carry Out
Global Analyses at the DNA, RNA, and Protein Levels. Large-
scale DNA sequencing, genotyping, DNA (oligonucleotide)
arrays, proteomic analyses, and multiparameter high-speed cell
sorting are examples of high-throughput platforms capable of
capturing enormous amounts of biological informationsa
central feature of systems biology. The keys for the future in
high-throughput platforms are miniaturization, parallelization
(many analytic channels), automation, and integration. These
requirements are pushing us toward microfluidics and micro-
electronics and, ultimately, toward nanotechnology. The critical
objectives are higher throughput, higher quality data, and lower
cost per unit. Ultimately, we must move toward single-cell and
even single-molecule analyses.

To provide a concrete example of a high-throughput plat-
form, consider the DNA sequencer. From our original prototype
in 1986 to the most recent 96-capillary ABI sequencers, there
has been almost a 3000-fold increase in throughput. My
prediction is with single DNA molecule sequencing over the
next 10 years there will be another 3000-fold increase in
throughput and striking decreases in cost (I predict in 10 years
we could sequence a human genome in a day for less than
$10,000sin contrast to the more than $50 million to $100
million it would cost today). This means that the digital DNA
cores, the genome sequences, of any living organism of interest
will be readily accessible.

Computational, Mathematical, and Statistical Tools Are
Essential for Handling the Explosion of Biological Informa-
tion. Biologists need tools for capturing, storing, analyzing,
assessing quality, graphically displaying, integrating, modeling,
and distributing biological information. These represent some
of the largest challenges for systems biology. A critical point is
that the computer scientists, mathematicians, and statisticians
must have a deep understanding of biology if they are to
contribute significantly, as must biologists acquire an under-
standing of these disciplines outside of biology. This cross-
disciplinary education is an enormous challenge.

Model Organisms are Rosetta Stones for Deciphering
Biological Information. Since the genome sequences are
available for most model organisms (e.g., Escherichia coli, yeast,
fly, nematode, mouse, etc.), their genetics parts lists permit
biological systems to be perturbed genetically (e.g., knockouts,
overexpression) or environmentally to determine the behavior
of the systems elements with respect to one another. Moreover,
since all organisms share many basic biological systems, model
organism studies provide insights into human biological sys-
tems. Model organisms will be the Rosetta Stones for decipher-
ing human biological complexity.

Comparative Genomics Is a Key to Deciphering Biological
Complexity. Computational tools will, in time, allow us to
extract all genes and all regulatory networks from the digital
genome of any organism, thus providing after integration of
these two types of biological information, the logic of life for
that organism. Comparing the genomes of different organisms
will allow us to ascertain how the logic of life has evolved. These

comparisons will be particularly valuable in deciphering the
deep logic of regulatory networks.

Each of these seven changes has catalyzed the emergence
of systems biology.

Systems Biology: The Rationale and Implementation

Rationale. Biologists have for the past 30 years tended to
study biological systems one gene (or one protein) at a time.
Systems approaches attempt to study the behavior of all of the
elements in a system and relate these behaviors to the systems
or emergent properties. For example, the human immune
system is composed of 1012 lymphocytes that exhibit two
systems properties: immunity and tolerance (the inability to
react against self). In the past, immunologists have studied
immune response one gene (or protein) or one or a few cell
types at a time. Immunologists, after >30 years of study, do
not understand the systems properties of the immune system.
Systems approaches will bring fundamental insights into these
emergent properties.

As a hypothetical example of systems biology, suppose we
consider how a car functions. Biologists traditionally would
each study and become experts in one component of the car.
Thus, the wheel biologists would study wheels and talk to one
another, but they might only rarely talk to the transmission
biologists. No one biologist would have even a vague overall
picture (understanding) of the car. The systems approach with
high-throughput technologies, in contrast, allow us to define
all of the elements in the system (car) and measure their
relationships one to another as the car is perturbed to carry
out its function (before or after the modification of individual
elements). For the car, the different elements or data types
would be mechanical, electrical, and control (computer chips
regulating various functions). Under the systems approach,
these diverse types of data would be gathered, integrated,
graphically displayed, and ultimately mathematically modeled.
The perturbation process would have to be iterated repeatedly,
each time with refinement of the model, until the model
reflected accurately the systems properties (behavior of the
biological information). The ultimate objective would be to
accurately predict the behavior of the system given particular
perturbations. Indeed, the algorithmic approach to systems
biology might be stated as follows:

• Select the biological system and model organism for study.

• Employ discovery science to define the genetic elements
of the organism (e.g., its genome sequence, its genes, and
proteins).

• Utilize all previous biological knowledge to identify as many
elements as possible in the system and, if feasible, generate a
preliminary model of how the system works based on previous
biology.

• Perturb the digital code by genetic (destroy or enhance the
functions of genes in the system) or environmental perturba-
tions of the system and then follow the global behavior of the
system’s elements throughout development or the activation
of physiological responses (this includes measuring the behav-
iors of mRNAs, proteins, protein interactions, biomodules, etc.).
Integrate the different data types, graphically display them, and
compare these to the model. Use hypothesis-driven approaches
to explain the disparities between the model and experimental
data. Driven by these hypotheses, generate a second round of
perturbations and global analyses. Repeat this process itera-
tively, reformulating the model at each round, until theory
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(model) and experimental data are in accordance. Thus, the
essence of systems biology is this iterative and integrative
approach.

• Develop a mathematic model that will accurately describe
the behavior of the systemsits systems or emergent propertiess

given any particular perturbation.
• Reengineer the system. Once the regulatory networks and

biomodules (molecular machines) of a particular system are
well understood, there will be the possibility of reengineering
the system to enhance its systems properties (e.g., higher
quality food, higher yield of food, etc.) or, indeed, to redesign
it to carry out completely new functions.

We have successfully employed systems approaches for two
biological systems: galactose utilization in yeast55 and en-
domesodermal development in the sea urchin.56 We have also
written one of the first reviews on systems biology.57

The four major challenges facing biologists wishing to use
systems approaches are as follows: (1) to develop more
effective tools for genetic and environmental perturbations; (2)
to access the powerful high-throughput tools necessary to
capture information from the various hierarchical levels; (3)
the ability to handle and integrate the large-scale data sets from
the various hierarchical levels of biological information; and
(4) the ability to formulate and optimize mathematical models
of the systems employing the iteratively integrated information.
These are all challenges that we are currently working on at
the Institute for Systems Biology. It is likely that systems biology
will be one of the major driving forces in biology of the 21st
century.

Implementation. We started the Institute for Systems Biol-
ogy to create, apply, and disseminate systems biology. We have
9 cross-disciplinary faculty (astrophysics, computer science,
engineering, mathematics, biology, and chemistry) and have
grown from a staff of 2 to 170 in two years. We have established
genomic (DNA sequencing, genotyping, DNA arrays), pro-
teomic, and cell-sorting high-throughput facilities, and we have
a very strong computational infrastructure. We have a variety
of industrial and academic partnerships. The most challenging
aspects of systems biology involve the various integrations
(Table 6). Perhaps the largest integration challenge is the
effective interactions of biologists, chemists, computer scien-
tists, engineers, mathematicians, physicians, and physicists. It
is critical that non-biologists learn biology in a deep way, for
their ability to contribute will be proportional to their level of
understanding. The same is true for biologistssthey must
understand what engineering, mathematics, and physics can
potentially contribute to biology. How does one integrate new
technologies into preexisting high-throughput platforms? or
acquire the space, resources, and talent to build these plat-
forms? A striking challenge is the integration of different levels
of biological information and its graphical display, modeling,
and reengineering. Reengineering means rebuilding biological
circuitry for designated objectives. Integrating discovery and

hypothesis-driven science is the key to integrating small groups
of investigators with the enormous opportunities of systems
biology. Ultimately, the objective must be to integrate biology,
medicine, computation, and technology. This will require
challenging changes in how we educate scientists. Academia
and industry will find these integrations the biggest challenge
in the execution of systems biology.58,59

Systems biology and the global access to human variability
(polymorphisms) lead to a fundamental revolution in medi-
cinespredictive and preventive medicine.

Predictive and Preventive Medicine Will Transform the
Practice of Medicine

On average, 1 in 500 bp is polymorphic in comparing the
genomes of two humans. Most of these polymorphisms do not
affect the phenotype of the individual. However, a few encode
differences in physiology (e.g., tall/short or thin/fat); a few
others encode predispositions to disease. It is clear that the
predispositions to most diseases are actually encoded by
multiple genes.

My prediction is that over the next 10-15 years, certain
polymorphisms in hundreds of genes will be correlated with
predispositions for cancer, cardiovascular disease, immunologic
disease, etc. At that time, physicians will be able to isolate DNA
from the blood of the young, analyze the hundreds of potential
disease-predisposing genes, and determine a probabilistic
health history for each individualsthis is predictive medicine.
In 15-20 years, with the aid of systems biology, physicians will
be able to understand the biological networks within which
the defective genes reside and, hence, ascertain how to block
the effects of these defective genessthis is preventive medicine.
Since most individuals will have differing combinations of
predisposing genes, medicine will become highly individual-
ized. The transition to predictive/preventive medicine will
occur over the next 15-20 years and will likely add 10 to 30
years to the productive lifespan of most individuals.

The Institute for Systems Biology is working on a variety of
systems approaches to disease, including the multiparameter
analysis of blood samples. In predictive and preventive medi-
cine, diagnostics will be inextricably linked initially to therapy
and eventually to prevention.

Conclusion

I close with two points. First, if we return to Freeman Dyson’s
quotes (Figure 1), we see that our new technologies have
opened up striking new opportunitiessthe DNA and protein
sequencers and synthesizers and ink-jet oligonucleotide syn-
thesizer have transformed biology and medicine. Indeed, they
have helped catalyze two of the major paradigm changes in
21st century biologyssystems biology and predictive and
preventive medicine. Second, my career in technology develop-
ment has necessarily expanded into areas concerning the
organization of sciencesfirst in creating the novel cross-
disciplinary Department of Molecular Biotechnology, and more
recently the independent, nonprofit Institute for Systems
Biology, whose mission is the development, application, and
dissemination of systems approaches to biology and medicine.
The integrations of systems biology are challenging, but the
opportunities are limitless. Systems biology will continue to
be driven by technological advancessin instrumentation, in
strategies, and in integrating and modeling of biological
information with yet to be invented computational tools.

Table 6. Integrations of Systems Biology

biology/technology/computation
cross-disciplinary faculty
new technologies/high-throughput platforms
various levels of biological information
perturbations/modeling
graphical display/modeling/reengineering
discovery science/hypothesis-driven science
systems biology/education
academia/industry
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