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Forty years ago …











With forty years hindsight, which had the 
greatest impact?

 Unless you’re big into Tang and Velcro (or sex and 
drugs), the answer is clear …

 And so is the reason …

EXPONENTIALS  US



 Mechanical

Babbage’s Difference Engine No. 2 
(designed 1847-1849,
constructed 1989-2000)
[11’x7’, 8000 parts, 5 tons]

Vannevar Bush’s Differential 
Analyzer (1931)

EXPONENTIALS  US



 Vacuum tube electronic

ENIAC (constructed 1943-1946)
[8.5’ (h) x 3’ (d) x 80’ (linear), 

30 tons, 17,468 vacuum tubes, 
150 kW of power, 5,000 additions/second]



 The transistor (1947)
 William Shockley, Walter Brattain 

and John Bardeen, Bell Labs



 The integrated circuit (1958)
 Jack Kilby, Texas Instruments, and Bob Noyce, 

Fairchild Semiconductor Corporation



 Moore’s Law and exponential progress (1965-today)
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The past thirty years …



The past thirty years …



The past thirty years …



The past thirty years …



The most recent ten years …

 Search
 Scalability
 Digital media
 Mobility
 eCommerce
 The Cloud
 Social networking and 

crowd-sourcing



Scalability



 A decade later …
 Vastly greater scale
 The cheapest imaginable 

components
 Failures occur all the time

 You couldn’t afford to prevent or 
mask them in hardware

 Software makes it
 Fault-Tolerant
 Highly Available
 Recoverable
 Consistent
 Scalable
 Predictable
 Secure



 Operational efficiency is part 
of scalability
 An IBM System/360 came with a 

full-time on-site support person
 Web services of the middle 2000’s 

typically required 1 support staff 
for every 250 servers

 Microsoft Azure today requires 
only 12 support staff for 35,000
2 x quad-core servers
 6 support staff in the US, 6 on the 

other side of the globe, to provide 
24-hour support



 Text
 Audio
 Video

 Create
 Edit
 Consume

Digital media



Mobility



Simulation -> Communication -> Embodiment



In the next ten years, advances in 
computer systems will put the “smarts” in …

 Smart homes
 Smart cars
 Smart health
 Smart robots
 Smart science (confronting 

the data deluge)
 Smart crowds and human-

computer systems
 Smart interaction (virtual 

and augmented reality)



Smart cars

DARPA Grand Challenge

DARPA Urban Challenge



Lane departure warning

Adaptive cruise control

Self-parking



Google autonomous car on US 101 near Mountain View CA





Smart crowds and
human-computer systems



Smart interaction



 Speech recognition (MSR Redmond)
 No push-to-talk
 4-meter distance, no headset
 80db ambient noise
 Microphone array costs 30 cents

 Identity recognition (MSR Asia)
 VGA camera
 4-meter distance
 Varying ambient light
 Sibling differentiation

 Tracking (MSR Cambridge)
 Real-time
 100% on – deal with compounding errors
 All body types, all numbers of bodies
 People are jumping like monkeys

 System performance (MSR Silicon Valley)
 Machine learning training utilized massive parallelism
 Xbox GPU implementation of key functions yielded several-thousand-fold 

performance gains



Watson, 2011

Ken Jennings, Watson, Brad Rutter



Watson, 2011

Bill Cassidy, Watson, Rush Holt



Trends

 Everyone is building systems – complete systems
 You no longer do speech recognition, or identity recognition, 

or tracking, or system performance – you collaborate to 
create Kinect, or an autonomous vehicle

 AI and systems are converging
 All systems must be “smart”
 All systems must deal with uncertainty

 Ubiquity, embodiment, invisibility
 Digital systems are part of the fabric of our lives:  they are 

everywhere, they interface to the physical world, they are 
not thought of as computers – you don’t have to think about 
them at all



 Increasingly, “best efforts” is good enough (and 
that’s good news, because it’s all you can afford)
 Facebook, Amazon.com, Google don’t have to get it totally 

right – it’s more important to be there, to be fast, to be cool 
and innovative

 Reusable components are finally catching on
 Watson integrated a huge number of independently-

developed components
 Kinect will be a component in countless amazing systems



A left coast view of MIT’s role

1931: Vannevar Bush, 
Differential Analyzer

Memex

Voice capture

Video capture

1945: Vannevar Bush, “As We May Think”



1948: Norbert Wiener, “Cybernetics”

1948: Claude Shannon,
“The Mathematical Theory of Communication”



1951: Whirlwind

1953: Jay Forrester, 
core memory



1956: TX-0 (first transistor 
machine)

1960: DEC PDP-1

1962: Spacewar



1956: TX-0 (first transistor 
machine)

1958: TX-2

1963: Sketchpad (Ivan Sutherland)



1961: CTSS:  time sharing, 
virtualization, text 
processing (RUNOFF), 
user messaging



1963: Project MAC

1969: Multics

1969: Unix



1973: Bob Metcalfe and 
the genesis of Ethernet



1976: Emacs (Richard Stallman)

1978: RSA



1983: GNU (Richard Stallman)

1986: Thinking Machines CM-1 
(Danny Hillis)



1994: World Wide Web Consortium (Tim Berners-Lee)



President’s Council of Advisors on 
Science and Technology, December 2010



“NIT [Computer Science] is arguably unique among all 
fields of science and engineering in the breadth of its 
impact …

“Recent technological and societal trends place the 
further advancement and application of [Computer 
Science] squarely at the center of our Nation’s ability 
to achieve essentially all of our priorities and to 
address essentially all of our challenges”



Is this a great time, or what?!?!

http://lazowska.cs.washington.edu/MIT150.pdf


