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way an algorithm does spam filtering is not the 
way that a human being would do spam filtering. 
Although we may work with mathematical 
models, not rule-based systems, our challenge is to 
make the right mathematical models—the right 
assumptions.

What led to your work on the Cascades 
algorithm?

When I finished my Ph.D., I had built a 
theoretical foundation for working on AI, but I 
was missing an application domain. I went to Intel 
for a year with a group that was deploying sensors 
in a forest to understand a microclimate. In such 
a situation, you want to capture the data—say, 
water contamination—as close to the source as 
possible, but sensors are expensive. I decided there 
must be some way to balance the cost of collecting 
the information with the need for putting out 
enough sensors. We developed what we thought 
was a really nice theory that evolved into the 
Cascades algorithm, which you can use for a 
variety of applications where you might need to 
develop a sensor network.

How did you apply the Cascades algo-
rithm to analyzing the spread of news?

A blog is kind of like a sensor. It’s trying to capture 
a story as early as possible. Two students working 
with me, Andreas Krause and Jure Leskovec, said, 
“Where else would the Cascades algorithm be 
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useful?” One of them said, “Well, I have this blog 
data to analyze, maybe it would be useful there.” 
We applied the same algorithm to the spread of 
information on the web, and it turns out that the 
way stories spread in the blogosphere is very much 
like contaminates spreading through water. We 
were able to identify the top 100 blogs that report 
news stories as early as possible.

What’s the practical application of 
knowing that?

Information overload is perhaps one of the most 
important sensing problems of the coming decade. 
Ten years ago, we were already talking about the 
explosion of the Internet. Who knows where 
we’re going to be 10 years from now? And this is 
not just an issue with the Web—it’s an issue with 
the scientific process, with the political process. 
It’s a very pressing challenge, and computer 
science is able to deal with this kind of problem.

Can’t we just use search engines to filter 
information?

Right now, when you look for information on the 
Web, you do a keyword search. You might get 10 
results and if you’re not happy with them, you 
change your keywords. It’s an iterative process. 
What are better ways to look for information 
besides changing your queries? Then there’s 
another problem—I may not know which 

sources to trust. I’m just overwhelmed from every 
direction.

How can computer science address  
those problems?

Think about the economic crisis triggered by 
the collapse of AIG, and about the health care 
debate. There must be a way those two stories 
are connected, right? One way to find those 
connections is to get an article on each topic 
and find the shortest path connecting the two. If 
you do that now, you’ll find strong but superficial 
connections—it’s like a stream of consciousness,  
or a conspiracy theory generator. What we’re trying 
to do is give you more comprehensive information 
about how a connection comes about.
	 We’re also working on a way to use networks  
to determine the trustworthiness of sources. There 
are many ways to give feedback on what to trust, 
and what not to trust. You can look at who else cites 
a particular source, for instance.
	 Another area of our research is ways of 
suggesting new sources of information. We often 
have a very biased perspective—we may go to the 
same websites all the time, or maybe we always read 
the same influential researchers’ papers. We don’t 
really have a good way to learn which things we 
don’t know about. Maybe our model can suggest 
other people or websites we might be interested in. 
	 By analyzing those things you’re interested in, 
I can get a very good sense of your biases and build 
a model and push you to discover things that you 
don’t know. There’s a real opportunity to help all of 
us be exposed to multiple points of view.

You create paintings, sculptures and 
collages. Why are you so passionate 
about art?

Artists typically use their art for emotional 
expression, and there’s definitely a joy to having a 
creative outlet—although my work here is also a 
creative outlet. CMU has a lot of very interesting 
art-related activities, both in our department and 
across departments, and I think it’s really nice 
to be in an environment such as this. Recently 
I taught a class with Osman Khan, a visiting art 
professor, and that was very exciting for me.
When I was deciding what to do career-wise,  
I considered pursuing a career in art—and now  
I say, if CS doesn’t work out, I can always fall  
back on art!
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